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Optimization of H.263 Video Encoding Using
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Shahriar M. AkramullahMember, IEEEIshfaq Ahmad, and Ming L. Liourellow, IEEE

Abstract—In this paper, we present the optimization and perfor- complexity of the H.263 video coding makes it seemingly
mance evaluation of a software-based H.263 video encoder. The ob-impossible to accomplish real-time video coding without using
jective is to maximize the encoding rate without losing the picture special-purpose hardware, such as function-specific multimedia

quality on an ordinary single-processor computer such as a PC or lel diital si | . DSP t
aworkstation. This requires optimizations at all design and imple- Processors, parallel digital signal processing (DSP) system,

mentation phases, including algorithmic enhancements, efficient Programmable single-component mixed-m_edia coprocessors
implementations of all encoding modules, and taking advantage of etc., [3]. However, a dedicated hardware implementation is

certain architectural features of the machine. We design efficient not flexible to incorporate new algorithms and can become
algorithms for DCT and fast motion estimation, and exploit var- obsolete. Real-time performance using software, on the other

ious techniques to speed up the processing, including a number of hand. h v b hieved i ¢ 1
compiler optimizations and removal of redundant operations. For and, has only been achieved on a multiprocessor system [1].

exploiting the architectural features of the machine, we make use of In this work, our aim is to build a sqftware—only real—time
low-level machine primitives such as Sun UltraSPARC'sisual in- H.263 encoder on a general-purpose single-processor ordinary
struction setand Intel’s multimedia extensionwhich accelerate the computer such as a PC or a workstation.

computation in a Single Instruction Stream Multiple Data Stream o ytimization of the codec means optimizations at all of the
fashion. Extensive benchmarking is carried out on three platforms:

a 167-MHz Sun UltraSPARC-1 workstation, a 233-MHz Pentium implementation phase_s, _inCI_Uding algori_thmic enhancements,
Il PC, and a 600-MHz Pentium Ill PC. We examine the effect of CcOmpiler and code optimization, and taking advantage of cer-
each type of optimization for every coding mode of H.263, high- tain architectural features of the machine. We optimize efficient
lighting the tradeoffs between quality and complexity. The results  algorithms for various functional modules of H.263 video en-
also allow us to make an interesting comparison between the work- -qqer sych as motion estimation (ME), discrete cosine trans-
station and the PCs. T_he encoder yields 45.68 frames per se_condform (DCT), and inverse DCT, and elevate their performance
(frames/s) on the Pentium Ill PC, 18.13 frames/s on the Pentium )| . N . e
Il PC, and 12.17 frames/s on the workstation for QCIF resolution through efficient implementation. We use compiler optimiza-
video with high perceptual quality at reasonable bit rates, which tions in order to exploit sophisticated scheduling algorithms
are sufficient for most of the general switched telephone networks for redistributing the tasks for fast processing. Performance of
based video telephony applications. The paper concludes by sug-the jmplementation is enhanced by using simplified model of
gesting optimum coding options. . . . . R
floating-point arithmetic, loop parallelization, common subex-
_Index Terms—H.263, low-level parallelism, MPEG, real-time pression elimination, copy propagation, automatic register al-
video coding, very low bit rate. location, tracing of the effects of pointer assignments, etc. Our
code optimization includes loop unrolling, which decreases the
|. INTRODUCTION number of iterations, and data type optimization (DTO), which
chooses suitable data types of variables in the program’s critical
jath so as to yield the most efficient performance of basic arith-
etic operations. In addition, we remove all possible redundant
perations.

.263 is an international standard optimized for co
pressing video at low bit rates. It supports efficie
transmission of digital video over narrow-band telecorrb—

_murlucatlo? t_chanlnelsz.o Sevzra_ll researcht risulti 5 repi%rtmqn order to exploit the architectural features of the machine,
|rlné) ergfna]lclt%n I[—|]é6[3 ]_dan |r3pro;]/emeg [4]. [ ]£ 5 _l]_’we exploit low-level machine primitives that provide extensions
[16]. [21] of the H. Video codec have been reported. 'fg the core instruction sets with a view to support multimedia
data. The use of extended instruction sets in existing micro-
processors explore potential low-level parallelism in order to
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Fig. 1. H.263 computational modules.

tended multimedia instruction sets, we accelerate the computéthe important considerations of H.263 are small overhead,
tion in asingle instruction stream multiple data stred8IMD)  low complexity resulting in low cost, interoperability with other
fashion, increase the utilization of available registers in the prexisting video-communication standards (e.g., H.261, H.320),
cessor, and remove register contentions between data and cohustness to channel errors, quality-of-service parameters, etc.
trol variables. Based on these considerations, an efficient coding scheme has
Extensive benchmarking is carried out on a 167-MHz Sureen developed which gives flexibility to manufacturers to make
UltraSPARC-1 workstation, a 233-MHz Pentium Il PC, and a tradeoff between picture quality and complexity.
600-MHz Pentium Il PC to study the performance of the en- The generalized H.263 source encoder is shown in Fig. 1.
coder. Based on the benchmarking results, suggestions are mage3 uses a hybrid of interpicture prediction to utilize tem-
to decide the optimum coding options. We carry out a thoporal redundancy and transform coding of the residual predic-
ough benchmarking which considers various aspects of our ifion error signal to reduce spatial redundancy. Although H.263
plementation. The study determines the effect of each typeisfclosely related to the H.261, it provides the same subjective
optimization for each coding mode of H.263. Our results indimage quality at less than half the bit rate [5].
cate the tradeoffs between quality and complexity, as well asthe transform coding is done by discrete cosine transform
make an interesting comparison between the workstation CT). The transformed signal is then quantized with a scalar
the PCs. The encoder achieves frame-encoding speeds Ugugntizer, and the resulting symbols are variable-length coded
45.68 frames/s on the PCs and 12.17 frames/s on the workgfaq transmitted. At the decoder, the received signal is inverse
tion for Quarter Common Intermediate Format (QCIF) resolypantized, and subsequently, inverse transformed to reconstruct
tion of video with high perceptual quality at reasonable bit rategye prediction error signal, which is added to the prediction, thus
which is sufficient for most of the general switched telephongeating the reconstructed picture. The reconstructed picture is
networks (GSTN)-based video-telephony applications. As tigyred in a frame buffer and can serve as the reference picture
speed of PCs will further increase, video coding will become 3pr the prediction of the next picture. The encoder consists of
integral part of its resources and a useful commodity. an embedded decoder, where the same decoding operation is

The rest of the paper is organized as follows. Section Il givegrformed so that both the encoder and the decoder have the
an overview of the H.263 video coding standard, Section Ill dgame reconstructed picture.

scribes the extended instruction sets for multimedia enhanceA picture is divided into macroblocks, since such division
ments, and Section IV gives a discussion of various optimizgsgits in more efficient coding. Each macroblock consists of

tions. Experimental results are presented in Section V. four luminance blocks and two spatially aligned color differ-
ence blocks. Each of these blocks are of size8pixels. One
II. OVERVIEW OF THE H.263 VIDEO-CODING STANDARD or more macroblock rows are combined into a group of blocks

H.263 [10], defined by ITU-T, is aimed at low-bit-rate vided GOB) to enable quick resynchronization after transmission er-
coding, with the objective to provide significantly better picturgors. The GOB structure is simpler than that adopted in H.261.
quality than its predecessor H.261 [9]. Conceptually, H.263 The optional GOB headers may or may not be used, depending
network independent and can be used for a wide range of §p-the tradeoff between error resilience and coding efficiency
plications, but its target applications are visual telephony abtP].
multimedia on low bit-rate networks like the GSTN, integrated For improved interpicture prediction, the H.263 decoder has
services digital network (ISDN), and wireless networks. Sontke block-motion compensation capability, while its use in the



AKRAMULLAH et al. OPTIMIZATION OF H.263 VIDEO ENCODING USING A SINGLE PROCESSOR COMPUTER 903

encoder is optional. Using block-motion compensation, inteapplications. B-pictures use only 15%-20% of the allocated
picture prediction can be improved when the prediction blockst rate, but result in better subjective impression of smooth
can be taken from different positions in the previous picturenotion.

One motion vector is transmitted per macroblock so that theSAC Mode: Since H.263 is optimized for very low bit rates, it
simple translational motion can be compensated for. Half-pixaeses the optional SAC mode, which replaces the variable length
precision is used for motion compensation, as opposed to H.26ading/decoding (VLC/VLD) using Huffman tables by arith-
where full-pixel precision and a loop filter are used. Thereforejetic coding/decoding operations in order to reduce the number
the visual quality is better compared to H.261 [5]. The maaf bits to be transmitted. While in the normal VLC/VLD process
tion-vector symbols are transmitted to the decoder after vafitssing Huffman coding), only a fixed integral number of bits
able-length coding. The bit rate of the coded video may be camust be used for each coded symbol, arithmetic coding removes
trolled by preprocessing or by varying the following encodehis restriction, resulting in a reduced bit rate, while at the same
parameters: quantizer scale size, mode selections, and pictume not losing the advantages offered by normal VLC/VLD.
rate.

Further to the core coding algorithm described above, H.263 1ll. EXTENDED INSTRUCTION SETS FORMULTIMEDIA
includes four negotiable coding options: 1) unrestricted motion ENHANCEMENT

vectors (UMVs); 2) advanced prediction; 3) PB-frames; and 4) , s section, we discuss two low-level machine primitives,

syntax-based arithmetic coding (SAC). The first three Optio'?l%mely the VIS for SUN UltraSPARC workstations and the
are used to improve interpicture prediction. The fourth is rga, for Intel Pentium-based PCs. These are, in effect, ex-
lated to lossless coding of the symbols to be transmitted, whigl,qjqng 1o the core instruction sets, specifically designed to
may be used instead ,Of Hufiman coding. These coding Opt'oéﬁbody special instructions suitable for multimedia applica-
increase the complexity of the encoder, butimprove the piCtyi§,s These instruction sets support integer data processing in
quality, thereby allowing a tradeoff between picture quality ang,qje instruction stream multiple data stream (SIMD) fashion

complexity [19]. by utilizing a packed fixed-point integer, where multiple integer

_The source coder can operate on one of the five standardized o 4o grouped into a single 64-bit quantity. These 64-bit
picture formats: 1) sub-QCIF (12896); 2) QCIF (176x 144); quantities can be moved into the 64-bit (integer or floating point)

3) CIF (352x288); 4) 4CIF (704x576); and 5) 16CIF \oisters and processed with a single instruction, providing data
(1408x 1152), covering a large range of spatial resomt'onﬁarallelism and thereby enhancing the performance.
Support for both sub-QCIF and QCIF formats in the decoder'is

mandatory, while either one of these formats must be supported . v/

by the encoder. This requirement is a compromise between ) ) )
high resolution and low cost. The VIS [22] in the Sun UltraSPARC processor is a RISC-like

UMV Mode: In this mode. motion vectors are allowed tEXtension to the SPARC V9 instruction set, which provides core

point outside the coded picture area. This allows for a betfgtructions that greatly enhance the graphics and image pro-
prediction when a small part of the predicted macroblock is 1§8SSing capabilities of SPARC processors [11]. We exploit the

cated outside the picture area and, therefore, is not availa§i@ta alignment and packing capabilities of VIS, along with its
In case of the prediction of these unavailable pixels, the ed§¥i0us representations of data (for instance, one 64-bit data
pixels are used instead. With this mode, a gain in quality {82y represent eight 8-bit partitioned, four 16-bit partitioned,
achieved, especially for the smaller picture formats if there §& tWo 32-bit partitioned data). Thereby, we use a 64-bit reg-
motion at near the picture boundaries. Note that, for sub-QCfE€r to perform a set of eight 8-bit, four 16-bit, or two 32-bit

picture format, about 50% of all the macroblocks are located 8f€9€r arithmetic in parallel, providing 8-fold, 4-fold or 2-fold
or near the boundary. speedup, respectively. _ o

Advanced Prediction Modeln this optional mode, the over- N image- and video-processing applications, many computa-
lapped block motion compensation (OBMC) is used for the |l5i_ons can be accelerated in a SIMD fashion. The addition of VIS
minance component which reduces the blocking artifacts affgfduivalent to adding a SIMD fixed-point processor [14]. We
thereby improves the subjective video quality. For some of tiE0Cess four pixels (each represented by 16 bits) using only one
macroblocks. four & 8 vectors are used instead of onexi &g VIS instruction, performing either multiplication, addition, sub-
vector, providing better prediction but at the expense of moliction, or logical evaluation. A few special VIS instructions, in
bits. addition to the regular instructions, enable the video coding ap-

PB-Frames Mode:The principal purpose of the PB-framegPlication to speed up by a factor of four or higher [25]. We per-
mode is to increase the frame rate without significantly ifform most Operqtlons using VIS In.floatlr?g-pomt register file,
creasing the bit rate. A PB-frame consists of two pictures codel that substantial register space is available and there are no
as one unit. The P-picture is predicted from the last decod'@ﬂ'St?r contentions between data and control variables. In our
P-picture and the B-picture is predicted both from the last aS§Periments, we have used VIS for ME, MCP, DCT, and IDCT.
current P-pictures. Although the names P-picture and B-picture .
are adopted from MPEG [8], B-pictures in H.263 serve an- 1he MMX Instruction Set
entirely different purpose. The quality for the B-frames is Like VIS, Intel's MMX is an extended multimedia instruc-
intentionally kept lower, so as to minimize the overhead dion set. MMX implements a new high-performance architec-
bidirectional prediction, which is important in low bit-ratetural technique and includes new instructions and data types to
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Fig. 2. Pixel-vector subsampling with an alternating schedule of patterns.

achieve increased level of performance on the host CPU. Esserin order to fully exploit the advantages offered by the ex-
tially, MMX exploits the parallelism inherent in many of the altended multimedia instruction sets, we make a modification in
gorithms in video, graphics, or multimedia applications by prahe block-matching process to further speed up the computa-
cessing several pieces of data with each instruction [17]. MMiion. We use a pixel-vector decimation technique similar to [13]
introduces 57 new instructions and 8 new virtual 64-bits rege that only one 8-pixel vector is used for each row of pixels in
isters in order to accomplish SIMD features. With data packeélde macroblock. Our approach is different from [13] in that, in-
into one virtualgiant register, more than one piece of data castead of subsampling pixels, we subsample vectors of pixels in
be processed by a single instruction. For the DCT and ID@oth horizontal and vertical dimensions. The advantage of using
implementation, we have performed 16 multiplications and Btpixel vectors lies in their availability for VIS or MMX as the
additions by using only five MMX instructions, thus reducingeight pixels are stored in a byte-aligned fashion in contiguous
35.5% of the clock cycles. memory locations. This approach is illustrated in Fig. 2. If only
The gain in speedup is often circumvented by the overhetied pixel vectors of patterd are used for block matching, then

of data re-arrangement, data copying, data-type conversion, #te.computation is reduced by a factor of four. However, since
(nonarithmetic operations) to suit the MMX instructions. Thu§,5% of the pixel vectors do not enter into the matching computa-
the overall gain in performance may be restricted if the MMXon, the use of this subsampling pattern alone can negatively af-

instructions are not judiciously applied. fectthe accuracy of motion vectors. To reduce this drawback, we
use all four subsampling patterns, but only one at each search lo-
IV. OPTIMIZATIONS cation and in a specific alternating (cyclic) manner. Therefore, if

) ) ) o atternA is used at the search location (y), thenit is also used
The encoder is ehhanced with a variety of optimization techt |ocations ¢ + 8, v + 25) for i, j integers within the search

niques. area; patter® is used at locations:(4-8:¢, y+1+25), patternC
o S at (r+8+8t, y+1+25) and patterrD at (x+8+8¢, y+27). For
A. Algorithmic Optimization (AO) each of the subsampling patterns, we obtain a motion vector that

We start with a fast search algorithm [6] that provides highlinimizes thesum of absolute differences (SAf@jer the loca-
speedup compared to full search block matching (FSBM). THENS where the pattern is used. The minimum SAD, _obtalned
algorithm uses reduced number of bits required for the moti@io™ all four patterns, corresponds to the selected motion vector
vectors, yet maintaining the quality to an acceptable level. TH the macroblock. By doing pixel-vector decimation, about 5%
algorithm partitions the search range into nested search zofgguction in overall program running time |s.obta|ned.
where the first zone is the innermost area of size®or 5x 5 1he overall accuracy of DCT and IDCT is not affected by
pixels. If the minimum MAD (mean absolute difference of ounding off and truncations, which are intrinsic to the quanti-
macroblock) can be found in the center, or if the matching erré®tion process in video-coding applications. By exploiting this
is less than a predefined threshold, the search procedure stéjfd; we have designed a fask& DCT and IDCT algorithm
Otherwise, the procedure continues to next consecutive zori@gsed on [18]) using VIS and MMX. The DCT/IDCT routines
We use a threshold of 8 (threshold zero means full search) f8ke an input block of 16-bitintegers and deliver an output block
zone 1, while our search rangeyis= +£15. However, we use a of 16-bit integers. Since the input to the DCT routine is usu-
variation of [6] and, instead of making the threshold zero faHly the difference between the current block and the reference

zone 2, we rather use an even larger threshold of 12 (in talock, the difference pi_xel can occupy 9 bits, and therefo_re, is
Ultra-1 implementation) or 16 (in the PC implementation) ikepresented as a 16-bit datum. We store four such 16-bit data

order to maintain the obtained speedup. This way, we do O, the case of MMX-based implementation, we compute the SAD based on
lose the advantages gained by the use of zone-based algoritigixel vectors for block matching.
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Fig. 3. Signal flow graph for 8-point DCT.
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Fig. 4. Data rearrangement in 8-point DCT to facilitate VIS operations.

into a 64-bit register. We group these data elements such thaThe values of«, /) and @4, «5) can be obtained by using
DCT computation can be viewed as an SIMD parallel proces6-bit partitioned addition/subtraction on corresponding data el-
For instance, the transformation in the first stage of Fig. 3 ca@ments of the upper and lower halvesiaf.
be written as We have developed an efficient 32-kit32-bit multiplication
L strategy, where a pair of 16-bit 16-bit multiplications are done
(g, uys ug, uy) = (uo, ur, uz, uz) + (uz, ue, uay us) (1) jp parallel. For instance, the upper part of the third stage of Fig. 3
requires three such multiplications, namélyf, v{) x (f4, fa),
(ug, ug) X (f6, f2), and(uz, u3) x (f2, fs). The upper and
In order to perform the addition and subtraction in (1) anldwer halves of the results (64 bits) of these multiplications can
(2), we rearrange the input vectpt] (residing in two regis- be added or subtracted using 32-bit partitioned addition/subtrac-
ters Uy and U3) into registersB;, B; and Cy, Cs, as shown tion of 64-bit register on corresponding data elements in order to
in Fig. 4. This rearrangement is necessary to maintain the cpreduce|vo, v4, va, vg]. Similarly, [v1, vs, vs, v7] can be ob-
respondence of data elements which are being operated ont&ged according to the transformation depicted in the lower part
using 16-bit partitioned addition/subtraction of a 64-bit registerf stages 2—4 in Fig. 3.
on corresponding 16-bit data elements in registérsand B,
we obtain {, ui, vh, ub) and @, uf, uf, ug), respectively, B. Compiler Optimization

which are stored in 64-bit register$, and D, respectively. Most compilers come with optimizers that take advantage of
Similarly, the transformation of the upper part of second staggphisticated scheduling algorithms in order to perform soft-
can be written as ware pipelining, for most efficient processing. Although we try
to be as discreet as possible, some of the program optimization
1 / / / / 3 X . : i 9!
(g, 1) = (o, 1) + (3, o) 3) (mentioned in next section) may well be implicitly performed
(ufy, why) = (ug, uh) — (us, uh). (4) by the compiler optimizer.

(U’ib U'/77 U’i’w U'IG) :(U'?n Uo, U2, U'l) - (U'47 U7, Us, U'G)' (2)
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For Ultra-1 based experiments, we have used the Sun Soldlegting-point operations in these functions, we have scaled
C compiler (SC4.0) with the following flags settingarch = the floating-point constants and allocated the precomputed
v8plusa (this flag defines the set of instruction the compileconstants to proper registers, instead of using the mixed-mode
should use)xarch = ultra (it defines the cache propertiesoperations of integers and floating points.
for use by the optimizerkkdepend (it enables all dependence Reduction of Redundant OperationBivisions and multi-
based transformations)ast (it refers to the specification of a plications are usually considered to be the most cycle-expensive
common set of performance options), and mostimportatdl, operations. However, in most RISC processors, the integer (32
(it specifies that the compiler should generate optimized codewt) multiply takes more cycles compared to the double (64
level 4). In additionxpg is used for preparing object code tobit) multiply in terms of both instruction execution latency
collect data for profiling usingprof. and instruction throughput [2]. In addition, floating-point

For PC-based experiments, we have used the Microsoft Mdivisions are less cycle-expensive compared to mixed-integer
sual C++ compiler, with the following settings/0d (it dis- and floating-point divisions. Therefore, it is important to
ables compiler optimization, we use it for the no optimizatiominimize the number of such arithmetic operations, especially
case),/0x (it combines optimizing options to produce the fastestside a loop. Possible techniques include LU and DTO, while
possible program}),0t (it enables the compiler to reduce somén some cases introduction of temporary variables (stored in
CI/C++ constructs to equivalent machine codé)a (it helps registers) can provide noticeable performance improvement.
store variables in registers and perform loop optimizatigdy, We have used such techniques for the quantization module of
(itensures that after each function call, pointer variables mustder implementation.
reloaded from memory),0g (it provides local and global opti-
mizations, automatic register allocation and loop optimization), V. EXPERIMENTAL RESULTS AND DISCUSSION
/01 (it replaces some function calls with intrinsic functions, to
avoid overhead of function callsjp (it improves consistency
of floating points by disabling optimizations that could chang
floating-point precision), and0y (it omits frame pointers on the
call stack and frees up one more register for storing frequen
used variables and subexpressions). While using MMX instrug-
tions, we add the flagGM in order to exploit further compiler K Test Video Streams
optimization suitable for MMX instruction set. For a linker, op- We have used nine video streams of QCIF resolutiiaire,

In this section, we present the experimental results and com-
arisons of our implementation on two platforms, namely the
Cs and the workstation and compare the corresponding per-
[Pyrmances.

timization option/OPT : REF has been used. Grandma Miss America SalesmanMother and Daughter
Trevor, Car Phoneg Suzie andForeman These video sequences
C. Code Optimization represent various type of motion, both in terms of motion in

The following code-optimization techniques provide signif§ce”e content and camera motion. The variety of motion makes

icant performance improvement [2], especially when the corfe complexny.of the ME process to be d|fferent_for each video
piler optimizer fails to efficiently use the system resources. S€duence, while the time to calculate the motion vectors are
Loop Unrolling: The H.263 encoder accesses data structur@s® Of wide variation range. Being the most time-consuming
organized in matrices using loops. Some encoding functions f&icoder module, the performance of ME affects the fotal
quire nested loops with several levels. Parallelism can be &Rcoder running time. We may divide the above nine video
ploited by using pipelined access to such data structures $§AUENCes into two major categories, depending on the diffi-
unrolling loops. Loop unrolling (LU) is the transformation ofculty (and the(efore tlme.taken) to compute the motion vectors:
a loop so as to increase the loop body size and to decreS§§8Uences witlslow motion (SM) and sequences wiflast
the number of iterations. This process may minimize both tfgotion (FM). The sequenceslaire, Grandma Miss America
number of load/store instructions by utilizing the CPU registefddSalesmamay fall into the SM category whilsother and
more efficiently, as well as data hazards arising from inefficieffaughter Trevor, Car Phong Suzig andForemantall into the
scheduling of instructions by the compiler optimizer. There mdyM category.
be two types of LU: Internal LU (ILU) and External LU (ELU). ) ) ,
ILU consists of collapsing some iterations of the most intern§r Analysis of Computational Requirements of Modules
loop into a larger and more complex statement requiring higherln this section we present an analysis of the execution profile
number of machine instructions, which can be more efficientlyf our H.263 encoder using the GNiprof profiler. Our imple-
scheduled by the compiler optimizer. ELU consists of movingientation of optimized software-based H.263 encoder is based
iterations from outer loops to inner loops, by using more regisn the Telenor’'s H.263 video encoder [23]. Since the coding of
ters in order to minimize the number of memory access insitlérame is performed only once (for the first frame) and does not
the loop. require expensive operations like motion estimation, we restrict
DTO: DTO is the choice of data types for the variables iour analysis to the coding of one video frame as a P-frame or
the program critical path, which maximizes the performande/o video frames as PB-frames. This analysis shows that 97.3%
of the different functional units, since the data types directlyf the program running time is spent on the principal encoding
derived from the task definition may not yield the most efficierfunction. The computation requirements of various functional
performance. We have used 16-bit integer values as the inputdules within this principal encoding function are analyzed
and output of DCT and IDCT. In order to cope with the requireldelow in details. Since insignificant amount of time is spent on
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TABLE |
TIME REQUIREMENTS FORMOST COMPUTATION-INTENSIVE FUNCTIONAL MODULES, AS A PERCENTAGE OF THEPRINCIPAL ENCODING FUNCTION
Implementation on SUN UltraSPARC-1 Implementation on Intel 233MHz PII PC
R All . All
Module No Optimization Optimizations No Optimization Optimizations
All Optional | No Optional | No Optional | All Optional | No Optional | No Optional
Modes Mode Mode Modes Mode Mode
Motion Estimation 644 854 297 66.49 8457 28.14
Prediction of B-picture 1.2 - - 1217 - -
Macroblock (MB) Encoding 9.8 7.7 33.6 897 7.58 1692
Prediction of P-picture 3.7 18 43 191 1.63 5.35
MB Reconstruction (P) 32 0.7 2.1 1.77 0.75 3.89
Interpolation of Image 12 11 44 12 1.26 5.35
MB Reconstruction (B) 1.1 - - 1.40
Clipping 1.0 0.7 15 1.54 0.94 3.89
Macroblock Decoding 0.8 0.8 10.0 122 1.33 13.13
Coding of quantized coeff. 0.3 0.3 5.8 0.00 0.11 1.73
D Motion Est. [I] Prediction (P) D MB Recon. (P) Interpolation l];ilggkclﬁ)ac:fgm :‘ Miscellaneous
@ MB Encoding D MB Decoding Clipping | Recon. Image l googéng quantized
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Fig. 5. Effect of optimizations.

performing input (about 2%) and video quality measurement in With the application of all the optimizations discussed in Sec-
terms of PSNR (0.6%)—these functions are not probed any ftien 1V, the execution profile of our program changes notice-
ther. ably. With optimizations, the computational requiremeninaf

Table | shows the breakdown of the execution time of th@n estimations reduced to almost one third (in terms of per-
principal encoding function into various constituent modulesentage points). Therefore, percentage execution time of other
Together, they require 92%—98% of the execution time of tlienctional modules increases. Fig. 5 illustrates this effect.
principal encoding function. It may be observed that, for the
no o_ptimization caseanotion estimations the mpst time CON- = performance of the H.263 Encoder
suming module, followed bynacroblock encodingwhich in-
volves DCT and quantization) and motion-compensated predic-The reported results were obtained using the first 100 frames
tion. Unlike [20], which reports a high percentagendcroblock of each video sequence. The encoding rates are given in frames
decodingtime, our approach adopts finding IDCT for only theper second. The reference frame rate was kept at 30 frames/s
nonzero elements, thereby reducing thacroblock decoding while the input original sequence frame rate was assumed to be
time considerably. 30 frames/s. As an encoding output parameter, we used both
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variable bit rate [with encoding frame ratat 30 frames/s, QP at 37% W%%&N%@%%%WW
10, and constant bit rate (with variable QP and encoding fran ©
rate, but bit rate fixed at 28.8 kbits/s). To measure the actual pr
gram running time, we used available library functiomst(ime sl
andclock), which are accurate up to microseconds. The timing p,_.
results were averaged over 100 runs. In addition to performirg“‘: e
the experiments on a 167-MHz Sun Ultra-1, we performed th
same experiments with two PCs: a 233-MHz Pentium Il (P(
PIl) and a 600-MHz Pentium 11l (PC PIII). =r

Figs. 6-11 depict the luminance PSNR under different of ,,
tional modes with variable bit rates. From these figures, it i
evident that PSNR does not change noticeably due to the inct o = 3 4 %@ n & w w
poration of various optional modes. Subjective quality, as ob-
served, also remains the same. Therefore, with the same quatiiy,10. Luminance PSNR witRB-framesmode.
our choice of encoder is concentrated on the encoder speed.

Fig. 12 shows the luminance PSNR with no optional mode gmplexity of (and therefore bit spent to encode) the sequence.
a constant bit rate of 28.8 kbits/s. The experiment was still pefre mean QP is 5.68-17.88 while the mean encoded frame rate
formed with 100 frames, but the encoding frame rate was vafin terms of the ratio of allocated bit rate and actual number
able, in order to meet the constraint of fixed bit rate. Thereforgs pits to encode the frame) is 9.44-9.88 frames/s. It is evident
25-29 frames of the sequences were coded, depending onth, this figure that, with a constant bit rate, the SM sequences

2Endcoding frame rateefers to the ratio of the allocated bit rate and the actu%“elq very gOOd quahty while the qual'ty of the FM sequences
number of bits to encode the frames. It depends on the quantization paramigestill acceptable.

(QP) and the number of frames. Note that this frame rate is different from the Tgple || shows the frame encoding speed in frames/s for our
frame encoding speedvhich is a measure of the actual running time of th

program in terms of frames per second, and depends on the computational ' 463 video enCOde!" These reSL_"t_S inVOlV_e no EXP”F“ o_ptimiza—
programming complexity. tion. Although we disabled explicit compiler optimization for
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ko Sugt average frame encoding speed is 15.78 and 15.04 frames/s, re-
37& e’ %g. 50 spectively. However, with use of the UMV mode, the advanced
5 ;*x%f‘};rwg&x,,x.&“;;xxwf%m:‘*«&tﬁ_X,A prediction mode and all optional modes yielded average frame
= 7 # * ok encoding speeds of 14.26, 11.44, and 10.44 frames/s, respec-

tively.

Table VI shows the percentage loss in encoding speed using
various optional modes compared to no optional mode. The sig-
I nificance of these results is discussed in the next section.

RIS F R ' T i Table VII shows the average luminance PSNR without opti-

LRI A et mization, which does not increase significantly with the use of

A My
\ \fé‘#.‘”"(m“&;*&mw«%{\
o : optional modes.

RN :
In Table VIII, perceptible changes in PSNR are not due to

° 10 20 3 40080 P o @ e w0 optimizations. This fact is further highlighted by the subjective
judgment of visual quality. Under some test conditions, how-
Fig. 11. Luminance PSNR with all optional modes. ever, the use of optional modes may increase the PSNR by about
1 dB [5].
@ Table IX shows the average obtained bit rate for the no op-
b P o<>'°“oo.oo.o-o_vgu,_g_?gg-3-»6: timization case, with the quantization QP fixed at a value of
O.W'x T w0 °-.3_2 10. Values shown in parentheses represent bit rates for interpic-
RO * 1o ture only, while those without parentheses represent bit rates in-
ol % . || T2 Gambone cluding intra-coded pictures. Different test sequences, having a
g »tfiﬁf:* RS E S | P &{Aﬁﬁm variety of motion involved, require different bit rates (for the QP
z T “ {7~ Siesmen fixed at 10), ranging from 18 to 113 kbits/s for various optional
1 WA o O N | Trover modes. The bit rate could be fixed to a particular value (say, 64

or 28.8 kbits/s). However, in that case, sequences with complex
motion (FM sequences) would take more encoding time and the
quality would be poorer as well. This effect is shown in Fig. 12.

Table X shows the average bit rate for the optimized case with
) the QP fixed at 10. For the SUN Ultra-1 implementation, only a
Frame Number = ® small increase in bit rate is observed compared to without opti-
mization. This is due to the incorporation of fast search instead
of FSBM. Even for the PC-based implementation, the increase
in bit rate is not significant, and the implementation is still ap-
the PC by using0d switch for the Microsoft Visual G+ com- plicable with currently available modems.
piler, the compiler uses some intrinsic optimizations. As a result, Table XI depicts a comparison of encoding speed using two
the PC version of the encoder yields faster encoding speed cdlifferent PC platforms: the 233-MHz Pentium Il (PC PII) and
pared to the Ultra-1 workstation. It may be observed from thibe 600-MHz Pentium Il (PC PlII). In this comparison, we only
table that the use of optional modes considerably slow down tbensider our H.263 encoder without optional modes. With an
encoding speed. Table 11l shows the encoding speed with Adcrease in clock speed (2.58 times), the PC PIII consistently
performed on motion estimation, DCT and IDCT. The effect afives higher encoding speed (2.49-2.57 times). The bit rates
using AO is discussed in Section V-D. The multimedia instru@re variable, but the average bit rate (while QP is fixed at 10)
tion sets are not used in these cases. for both the PCs is almost the same.

Table 1V shows the encoding speed with AO and compiler 1) Effect of Coding OptionsFrom Table VI, we observed
optimization. Further fine tuning in optimization is done by rethat the use of optional modes obviously increases the com-
ducing some cycle-expensive operations, and including soplexity of the encoder, hence increasing the overall program
code optimization, especially LU and DTO. The effect is disunning time. However, these optional modes may be useful for
cussed in Section V-D. higher bit rates. Since we deal with QCIF sizes of video frames

Table V includes the H.263 encoding speed with all the opnd more common bit rates pertinent to most of the H.263-based
timizations. The encoder achieved a maximum frame-encodiagplications, the use of the PB-frames mode may be a better
speed of 18.12 frames/s using the PC PIl and 12.17 framesw®ice, which provides a balance between encoding speed and
using the Ultra-1 workstation. On the Ultra-1, the mean frantst rate.
encoding speed with no optional mode is 11.28 frames/s. Using~or the Ultra-1 implementation, the use of the PB-frames
the PB-frames, SAC, UMV, and advanced prediction modes, thede incurs very low expense (about 2%) in additional time re-
average frame encoding speed is 11.27, 10.91, 8.98, and fufement for the SM type of video sequences. It is interesting
frames/s, respectively. Using all the optional modes, the averdgenote that there is an actual gain (1%—4%) in the encoding
frame encoding speed goes down to 6.72 frames/s. On the $ff@ed using the PB-frames mode for the FM type of video se-
Pll, the mean frame encoding speed is 16.05 frames/s withguiences. The use of only the PB-frames mode keeps almost the
optional modes. Using the SAC and the PB-frames modes, g@me quality with 13%—28% less bit rate. This finding affirms

0 5 10

Fig. 12. Luminance PSNR with no optional mode at 28.8 kbits/s.
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TABLE I
ENCODING SPEED IN FRAMES/S (NO OPTIMIZATION)
No Optional With With A d‘y;:\!l ed With gﬁg;?ﬂ
Sequences Mode UMV SAC Prediction PB-frames Modes
Ultra |PCPII| Ultra | PCPII| Ultra { PCPII | Ultra | PCPII| Ultra | PCPII | Ultra | PCPI
Claire 0.57 211 0.54 1.96 0.57 210 0.4 1.67 0.53 194 0.47 1.73
Grandma 049 1.66 0.43 146 0.49 1.65 0.36 1.32 0.45 1.57 0.40 141
Miss America 0.46 1.54 0.40 1.41 0.45 1.52 0.34 128 0.35 145 0.32 1.25
Salesman 0.52 174 0.47 1;65 0.52 1.72 0.39 142 0.49 1.70 0.44 147
Mother and Daughter 0.52 1.76 0.47 1.66 0.51 1.74 0.39 141 0.42 1.73 0.38 1.46
Trevor 0.50 1.67 0.46 146 049 1.65 0.38 1.33 042 1.58 0.38 142
Car Phone 0.53 1.90 0.47 1.73 0.53 1.88 040 1.59 0.39 1.85 0.34 1.59
Suzie 0.45 157 0.39 145 045 1.55 0.33 1.30 0.36 149 0.32 147
Foreman 0.51 1.76 0.49 1.67 0.51 1.74 0.41 1.40 0.40 1.72 0.37 144
TABLE Il
ENCODING SPEED IN FRAMES/S (WITH ALGORITHMIC OPTIMIZATION ONLY)
No Optional With With A With (V)V;z‘oﬁfl
Sequences Mode UMV SAC Prediction PB-frames Modes
Ultra | PCPII| Ultra { PCPII| Ultra |PCPI| Ultra | PCPI} Ultra { PCPII| Ultra | PCPII
Claire 1.66 4.83 157 4.43 1.67 4.82 1.09 3.49 1.30 3389 1.06 3.33
Grandma 1.65 4.40 1.57 4.00 1.66 4.38 1.09 319 128 3.69 1.05 3.02
Miss America 1.58 4.69 153 4.21 1.63 4.67 1.07 3.35 1.27 3.78 1.02 3.12
Salesman 1.60 4.26 156 3.87 1.64 424 1.08 3.12 1.24 3.43 1.04 298
Mother and Daughter 1.57 415 151 391 1.57 412 1.05 3.20 123 3.58 1.00 3.09
Trevor 147 3.92 141 384 147 3.89 1.01 3.08 1.10 3.61 0.92 2.81
Car Phone 1.51 398 146 3.68 1.54 3.95 1.04 3.06 1.28 3.36 0.97 279
Suzie 149 4.04 147 3.89 153 4.01 1.04 KRN 1.16 3.66 0.96 3.01
Foreman 1.50 3.67 145 3.37 149 3.64 1.03 2.86 1.22 3.07 097 2.70
TABLE IV
ENCODING SPEED IN FRAMES/S (ADDING COMPILER OPTIMIZATION)
No Optional With With A d‘g’;:\}::e 4 With g;f;‘oﬁlll
Sequences Mode UMV SAC Prediction PB-frames Modes
Ultra | PCPII| Ultra | PCPII| Ultra | PCPII{ Ultra | PCPII| Ultra | PCPII| Ultra |PCPII
Claire 10.65 10.65 8.10 9.55 1056 | 1048 6.72 8.33 8.96 8.97 513 8.05
Grandma 10.44 10.21 8.11 9.06 10.42 10.25 6.45 7.96 8.33 9.06 4.74 7.18
Miss America 10.35 10.73 8.09 9.27 10.22 10.59 6.46 8.16 8.64 9.05 5.34 7.58
Salesman 10.11 9.85 7.75 8.81 10.12 9.84 6.37 7.78 8.49 8.81 514 7.35
Mother and Daughter 9.72 10.10 7.65 9.00 9.32 10.02 6.01 7.98 8.00 9.01 525 7.11
Trevor 9.09 8.85 7.21 7.88 8.64 8.80 5.90 7.23 7.26 8.06 4.57 6.92
Car Phone 9.51 9.30 7.49 7.77 9.12 8.46 6.06 727 8.10 7.94 4.93 6.77
Suzie 9.46 993 7.53 8.86 8.98 9.75 6.06 7.63 7.62 8.36 5.06 7.05
Foreman 9.22 8.11 7.60 7.27 8.83 799 6.02 6.94 8.00 744 4.98 6.77

the fact thatin H.263, B-pictures are computationally much lebg done in a much smaller area, fewer blocks are coded, and on
expensive than P-pictures; because the motion estimation eaprage, fewer coefficients are transmitted per block.
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TABLE V
ENCODING SPEED IN FRAMES/S (WITH ALL OPTIMIZATIONS)
No Optional With With | With Advanced With g}fl‘oﬂl
Sequences Mode umMv SAC Prediction PB-frames Modes
Ultra [ PCPII | Ultra {PCPI| Ultra |PCPII| Ultra | PCPII | Ultra | PCPII | Ultra | PCPH
Claire 12.17 18.12 9.23 15.81 11.99 17.93 7.61 12.33 11.85 16.83 6.91 11.38
Grandma 11.90 18.06 9.16 15.79 1.71 17.84 7.25 1245 11.68 16.83 6.93 11.32
Miss America 11.88 17.30 9.23 15.26 11.45 17.04 7.32 11.98 11.59 16.12 6.96 10.96
Salesman 11.66 17.45 8.86 15.40 11.59 17.37 717 12.23 11.55 16.31 6.51 11.12
Mother and Daughter nn 15.53 8.98 13.86 | 10.80 15.21 7.05 11.17 11.20 14.69 6.74 10.35
Trevor 1093 14.69 8.86 1343 | 1043 14.38 7.06 1091 11.05 14.02 6.48 9.78
Car Phone 10.89 14.74 8.97 13.13 10.43 14.45 6.97 10.71 10.98 13.82 6.76 9.85
Suzie 10.86 14.76 8.92 13.47 10.44 14.50 7.12 11.02 11.05 13.96 6.72 9.95
Foreman 10.10 13.78 8.61 1222 9.38 13.31 6.75 10.20 10.49 12.76 6.48 9.26
TABLE VI

PERCENTAGELOSS INENCODING SPEED DUE TO VARIOUS OPTIONAL MODES

With With With Advanced With With All
Sequences UMV SAC Prediction PB-frames Optional Modes
Ultra | PCPI | Ultra | PCPII | Ultra | PCPI | Ultra | PCPI | Ultra | PC PII
Claire 24.16 12.75 148 1.05 3747 31.95 2,63 712 43.22 37.20
Grandma 23.03 12.57 1.60 1.22 39.08 31.06 1.85 6.81 41.76 37.32
Miss America 2231 11.79 3.62 1.50 38.38 30.75 244 6.82 41.41 36.65
Salesman 24.01 11.75 0.60 0.46 38.51 2991 0.94 6.53 44.17 36.28
Mother and Daughter 19.17 10.75 2.79 206 36.54 2807 -0.81 541 39.33 33.35
Trevor 1894 8.58 4.57 211 35.41 25.73 -1.10 4.56 40.71 33.42
Car Phone 17.63 1092 422 197 36.00 2734 -0.83 6.24 37.92 33.18
Suzie 17.86 8.74 3.87 1.76 3444 25.34 -1.75 542 38.12 32.59
Foreman 14.75 11.32 713 3.41 3317 2598 -3.86 7.40 35.84 32.80
TABLE VI
AVERAGE LUMINANCE PSNRIN DECIBELS (WlTHOUT OPTlMlZATlON)
No Optional With With | WithAdvanced |  With With All
Mode UMV SAC Prediction PB-frames Optional
Sequences ' Modes
Ultra f,ﬁ Ultra gﬁ Ultra II;E Ultra Ilig Ultra I;ﬁ Ultra gﬁ
Claire 36.2127 | 36.20 | 36.2701 | 36.26 | 36.2127 | 36.20 36.2541 36.24 36.1825 | 36.18 | 36.2703 | 36.28
Grandma 332771 | 3327 | 33.3017 | 33.30 | 33.2771 { 33.27 | 33.3125 33.31 33.2760 | 33.26 | 33.3051 | 33.30
Miss America 37.1663 3716 | 37.2293 | 37.22 | 37.1663 | 37.16 37.2249 37.22 37.1377 | 37.14 | 37.2013 | 37.23
Salesman 31.7168 | 31.71 | 31.7154 | 31.71 | 31.7168 | 31.71 31.7276 31.72 | 31.6297 | 31.65 | 31.6837 | 31.71
Mother and Daughter 32.8343 | 32.87 | 32.8511 | 32.88 | 32.8343 | 32.87 | 32.8334 32.89 | 327679 | 32.76 | 32.7844 | 32.90
Trevor 32.5736 | 32.60 | 32.5937 | 32.61 | 325736 | 32.60 | 32.6775 32.63 32.3980 | 32.69 | 32.5378 | 32.72
Car Phone 332553 | 33.25 | 33.3164 | 33.31 | 33.2553 | 33.25 | 33.3642 33.36 | 33.0275 | 33.19 | 33.1712 | 33.34
Suzie 34.2912 3435 | 34.3428 | 3446 | 342912 | 34.35 34,4221 34.48 34.0425 | 3451 | 34.1903 | 34.55
Foreman 319361 | 31.93 | 32.0091 | 32.00 | 31.9361 | 31.93 | 322133 32.21 31.6875 | 3192 | 32.0171 | 32.28

The use of the SAC mode is the next less expensive modeidrreduced by 3%-6%. However, the (UMV) mode accounts
our experiments, the additional cost appears to be about 1%—f¥much more encoding time, and the additional cost is about
compared to the no-optional mode. In this case, the bit rd22%—24% for the SM type of sequences and 15%—19% for the
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TABLE VIII
AVERAGE LUMINANCE PSNRIN DECIBELS (WITH ALL OPTIMIZATIONS)

No Optional With With | With Advanced With With All
Mode UMV SAC Prediction | PB-frames Optional
Sequences Modes
Ultra 1;; Ultra I;g Ultra F’ICI Ultra gﬁ Ultra I;ﬁ Ultra §§
Claire 36.0371 | 3595 | 36.0934 | 3598 | 36.0371 | 3595 | 36.1092 | 36.00 | 36.0226 | 35.96 | 36.1239 | 36.00
Grandma 33.2762 | 33.17 | 33.3011 | 33.17 | 33.2762 | 33.17 | 33.3037 | 33.17 | 332728 | 33.17 | 33.3124 | 33.17
Miss America 370508 | 36.50 | 37.1291 } 36.51 | 37.0508 | 36.50 | 37.1083 | 3648 | 37.0265 | 36.50 | 37.0892 | 36.48
Salesman 31.7032 | 31.66 | 31.7034 | 31.66 | 31.7032 | 31.66 | 31.7164 | 31.69 | 31.6417 | 31.66 | 31.6722 | 31.69
Mother and Daughter | 32.8342 | 32.77 | 32.8661 ( 32.79 | 32.8342 | 32.77 | 32.8327 | 32.80 | 32.7562 | 32.82 | 32.7953 | 32.87
Trevor 324686 | 32.56 | 32.5459 | 32.58 | 324686 | 32.56 | 32.6044 | 3258 | 32.3008 | 32.62 | 324747 | 32.69
Car Phone 33.1477 | 33.04 | 33.2362 | 33.10 | 33.1477 | 33.04 | 332464 | 33.10 | 329221 | 33.04 | 33.0792 | 33.10
Suzie 34.1653 | 34.33 | 34.2567 | 34.40 | 34.1653 | 34.33 | 34.2908 | 34.42 | 339285 | 34.47 | 34.0629 | 34.51
Foreman 31.8254 | 31.59 | 31.9107 | 31.63 | 31.8254 | 31.59 | 31.9476 | 31.65 | 31.6823 | 31.59 | 31.9092 | 31.65
TABLE IX
AVERAGE BIT RATE IN KBITS/S (WITHOUT OPTIMIZATION)
No Optional With UMV With SAC With Ac.lv.?nced With With All
Sequences Mode Prediction PB-frames Optional Modes

Ultra | PCPII | Ultra | PCPII| Ultra | PCPII | Ultra | PCPI | Ultra | PCPI | Ultra | PCPII

Claire 26.98 2693 26.92 26.89 26.04 26.01 2631 26.26 21.44 21.45 19.34 19.36
(22.26) (22.26) | (22.20) | (22.22) | (22.12) (22.13) | (21.59) | (21.58) | (16.67) | (16.72) | (15.35) | (15.41)
Grandma 25.12 25.01 25,01 2490 24.44 24.34 2454 24.40 19.46 19.42 18.55 18.49

(20.55) (20.49) | (20.44) | (20.38) | (20.20) (20.15) | (19.97) | (19.88) | (14.84) | (14.85) | (14.25) | (14.23)

Miss America 2742 27.51 27.15 27.29 26.50 26.60 26.52 26.61 20.04 20.14 18.39 18.51
(24.49) (24.61) | (24.22) | (24.39) | (23.90) (24.02) | (2358) | (23.70) | (17.04) | (17.17) | (15.71) | (15.85)

Salesman 40.23 4004 | 4025 | 4007 | 39.06 38.89 | 3874 | 3857 | 3231 | 3223 | 2994 | 2985
(33.85) | (3372) | (33.87) | (33.75) | (3328) | (33.16) | (32.35) | (32.24) | (2585) | (25.83) | (24.07) | (24.03)
Mother and 58.83 5880 | 57.66 | 57.63 56.02 5597 | 5724 | 5720 | 4579 | 4575 | 4233 | 4230
Daughter (5417) | (5415) | (5299) | (5295) | (51.84) | (51.81) | (52.56) | (52.50) | (41.00) | (40.95) | (38.01) | (38.00)
Trevor 97.01 9700 | 9483 | 9480 9311 9317 | 9060 | 9133 | 7841 | 7901 | 7052 | 70.00
{90.79) | (92.09) | (88.58) | (88.76) | (87.66) | (87.96) | (84.31) | (84.82) | (71.99) | (72.14) | (64.85) | (64.51)
Car Phone 82.75 8260 | 8125 | 81.35 78.73 7859 | 7870 | 7849 | 7248 | 7243 | 6510 | 6507
(76.99) | (76.89) | (75.75) | (75.63) | (73.76) | (73.67) | (72.89) | (72.74) | (66.61) | (66.62) | (59.99) | (60.02)
Suzie 65.08 6500 | 6268 | 6259 61.07 6101 | 61.00 | 6098 | 53.03 | 5299 | 4678 | 4675
(61.51) | (61.37) | (59.08) | (59.00) | (57.96) | (57.92) | (5739) | (57.76) | 49.34) | (49.15) | 4353) | (43.50)
Foreman 113.08 | 11268 | 10223 | 10203 | 10692 | 10653 | 9733 | 9702 | 8147 | 81.84 | 6378 | 6386

(107.22) | (106.87) | (96.25) | (96.11) | (101.78) | (101.44) | (91.31) | (91.06) | (75.29) | (7536) | (58.21) | (58.35)

FM type of sequences. Using the UMV, there is little gain in In the case of the PC Pll-based implementation, SAC mode
quality with almost the same bit rate. This result suggests thptpves to be the most efficient among the optional modes, re-
if there is little or no motion at or near the boundary region (aguiring only about 0.5%-3.5% more encoding time than no op-
in the case of the SM sequences), the overhead due to UMMtimal mode at almost the same bit rate. The PB-frames mode is
much higher compared to those with faster or complex motidhe next, which requires about 4.5%-7.5% more encoding time,
(the FM sequences). but saves about 3.5% of the bits. The use of the UMV mode
The advanced prediction mode is the most expensive madeé8%—-13% slower, while the advanced prediction mode needs
that slows down the encoder by 33%—-39%. Using this mod&;%—-32% more encoding time. Together, the use of all optional
we obtained almost the same quality while the savings in bitodes slows down the encoder by about 33%—-38%.
rate is less than 10%. The reason is that the overhead of com-
puting four 8x 8 motion vectors instead of one %616 motion
vector is obviously higher. With this mode ;88 motion vectors
are chosen for 65%—75% of the macroblocks. Overall, using allFig. 5 shows the percentage of encoding time for various
the modes simultaneously, the encoder runs at about 36%—4dfAdules. From our experimental results as shown in Table I,
slower speed compared to no optional mode. the use of AO alone gives about three-fold speedup in encoding

D. Effect of Optimizations
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TABLE X
AVERAGE BIT RATE IN KBITS/S (WITH ALL OPTIMIZATIONS)

No Optional . . With Advanced With With All
Sequences Mode With UMV With SAC Prediction PB-frames | Optional Modes
Ultra | PCPI | Ultra | PCPII | Ultra | PCPII | Ultra | PCPI | Ultra | PCPI | Ultra | PCPI
Claire 26.94 28.53 26.62 28.40 26.00 27.58 25.92 27.56 21.28 28.53 19.08 26.67
(22.22) | (23.82) | (21.89) | (23.69) | (22.08) (23.64) | (21.19) | (22.84) | (1650) | (23.82) | (15.09) | (22.72)
Grandma 25.02 2632 2493 26.28 2436 25.60 24.46 25.77 19.58 26.32 18.45 25.14

(20.46) | (21.72) | (20.36) | (21.67) | (20.12) (21.32) 1-(19.89) | (21.16) | (14.96) | (21.72) | (14.15) | (20.86)

Miss America 27.36 31.92 26.97 32.52 26.45 31.84 26.44 3222 21.26 31.92 19.42 31.22
(2444) | (29.04) | (24.04) | (29.69) (23.85) (29.28) | (23.50) | (29.34) | (18.28) | (29.04) | (16.74) | (28.65)

Salesman 40.51 42,02 40.59 42.02 39.37 41.86 38.86 41.78 32.64 40.02 30.48 37.82
(34.14) | (36.62) | (34.21) | (36.62) | (33.59) (36.05) | (32.47) | (35.37) | (26.18) | (35.62) | (24.61) | (32.79)
Mother and 58.94 59.87 57.82 59.88 56.17 57.05 57.15 58.23 47.25 55.13 4343 53.26
Daughter (54.28) | (55.01) | (53.15) | (55.01) | (51.99) (52.36) | (5247) | (53.52) | (42.47) | (50.55) | (39.12) | (49.61)
Trevor 97.54 98.02 95.18 96.42 93.66 94.75 91.68 94.14 81.59 90.11 71.53 87.32
(91.32) | (93.44) | (88.94) { (91.08) (88.22) (89.64) | (85.39) | (89.57) | (75.20) | (85.46) | (65.86) | (82.29)
Car Phone 85.66 98.46 82.40 96.39 81.58 94.60 80.92 94.09 76.76 98.46 67.10 90.40
(79.92) | (93.90) | (76.63) | (92.81) | (76.64) (91.81) | (75.14) | (9049) | (70.94) | (93.90) | (62.01) | (86.57)
Suzie 71.97 7213 64.82 67.72 67.68 68.86 68.43 69.93 61.27 67.45 51.19 65.44
(68.47) | (68.22) | (61.25) | (62.07) | (64.63) (63.55) | (64.90) | (65.21) | (57.66) | (62.33) | (47.98) | (60.12)
Foreman 116.42 128.30 | 102.24 | 116.96 110.10 120.72 | 102.78 | 115.67 99.93 128.30 73.46 108.62

(110.59) | (122.94) | (96.27) | (111.49) | (104.99) | (116.06) | (96.81) | (110.19) | (93.94) | (122.94) | (67.99) | (103.84)

TABLE XI
COMPARISON OF THEH.263 ENCODER (WITH ALL OPTIMIZATIONS) ON PCs

Average bit rate (kb/s) Encoding speed (frames/sec.)
Sequence Speedup
PC PII PC PHI PCPI PCPIII
Claire 28.53 (23.82) 26.97 (22.25) 18.12 45.68 252
Grandma 26.32 (21.72) 25.75(21.10) 18.06 45.21 250
Miss America 31.92 (29.04) 31.23 (29.15) 17.30 44.50 257
Salesman 42.02 (36.62) 41.12 (36.16) 17.45 43.61 249
Mother and Daughter 59.87 (55.01) 59.11 (54.51) 15.53 39.66 2.55
Trevor 98.02 (93.44) 97.48 (93.02) 14.69 3731 2.54
Car Phone 98.46 (93.90) 97.56 (93.04) 14.74 37.57 255
Suzie 72.13 (68.22) 72.07 (68.19) 14.76 37.78 2.56
Foreman 128.30 (122.94) 128.05 (122.55) 13.78 35.27 256

speed, compared to the no-optimization case. From Table IV, functional modules such as motion estimation and motion
which involves the AO, compiler optimization, and reduction of compensated prediction.

some cycle-expensive operations, the additional optimizations3) DTO provides improved performance when complicated
provide a 6—7 times more improvement in encoding speed. Fur-  type conversions must be handled. For instance, DCT in-
ther inclusion of VIS provides a speedup of about 20% on the  cludes such operation in order to take advantage of the
overall program running time. All in all, with all the optimiza- 64-bit registers, and DTO is very useful in such cases.
tions, about 20—26 times improvement in speed is observed with4) Motion estimation, motion compensated prediction,
no optional mode, while about 15-22 times speedup is gained DCT, and IDCT are the functional modules that deal
with all optional modes. In summary, we make the following with regular data structures, and are amenable to
observations. VIS/IMMX-based optimization.

1) Optimizations at algorithmic level are the most important o
consideration for computation-intensive functional modE- A Videophone Application
ules, particularly for full-search block matching, DCT, We have built a videophone using our optimized H.263 video
IDCT, quantization, and inverse quantization. encoder. We use QCIF resolution of video, captured via a video
2) Although some of the loop unrolling (LU) may be percamera that may use the USB port of the PC. The videophone
formed by the compiler optimizer, LU is an effective opdisplays both the called party and the calling party on sepa-
timization technique. It can be applied to loop-intensiveate windows, while the PC runs both the H.263 encoder and
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Fig. 13. Scene from the videophone application.

decoder. In addition to video, we also use an audio codec (fuas been found that the use of PB-frames mode is a good choice
which an additional bandwidth of about 10 kbits/s is necessafgr encoding, which provides a balance between PSNR, bit rate,
but this issue is not further discussed in this paper). The videsmd encoding speed. Our present work focuses on the incorpora-
phone reports the frame rate and the bit rates in real-time. Fdian of new and improved algorithms for various encoder mod-
typical videophone, the motion involved in the scene is usuallyes, which can be easily used replacing the existing algorithms,
slow, allowing lower bit rate with good quality. An instance ofwithout altering the backbone of our implementation.
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